Adaptive Cloud Simulation using Position Based Fluids

Abstract
In this paper, we propose a method for the simulation of clouds using particles exclusively. The method is based on Position Based Fluids, which simulates fluids using position constraints. To reduce the simulation time, we’ve used adaptive splitting and merging to concentrate computation on regions where it is most needed. When clouds are formed, particles are split so as to add more detail to the generated cloud surface and when they disappear, particles are merged back. We implement our adaptive method on the GPU to accelerate the computation. While the splitting portion is easily parallelizable, the merge portion is not. We develop a simple algorithm to address this problem and achieve reasonable simulation times.
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1 Introduction
Outdoor scenes are commonly used in movies and games, and an important element of such scenes is clouds. While a clear sky is beautiful on its own, clouds give depth to the sky.

Cloud generation methods can be divided into two large categories: procedural and simulation methods. Procedural methods such as [1, 2], try to generate clouds in real-time with the shape controlled by the user. However, finding the best parameters is a trial and error process, which can be an issue. On the other hand, simulation methods such as [3, 4] use physically based equations to move the underlying fluid and generate clouds.

In this paper, we propose a simulation method using particles based on Position Based Fluids [5] for the generation of clouds. For the cloud generation, we use a heating and cooling process based on the one used in [4]. However, only this is not sufficient for generating clouds.

A difficulty seen with simulating clouds with particles is that the particles do not share their temperature and cloud density with each other. As a result, particles in isolation will turn into clouds but it will not have a meaningful shape. To solve this, we propose a smoothing method similar to Position Based Dynamics [6].

We’ve also developed an adaptive method based on [7]. We propose to use each particle’s cloud density to detect areas of interest. Particles are split in areas of most interest and merged together in areas of least interest.

The system was implemented on the GPU using CUDA®. One particular issue we’ve found in this implementation is that the merge algorithm is not inherently parallel, and we show how we’ve implemented it in the GPU.

The rest of the paper is organized as follows. In section 2 some related work in the area of fluid and cloud simulation is shown. In section 3 we show some basics of Position Based Fluids. In section 4 we present the cloud generation process, how it is discretized using particles and how the smoothing method works. In section 5, some details such as periodic boundary conditions and parallel adaptive algorithm are shown. In section 6, results and comparisons of the method are shown. Finally, we conclude the paper in section 7.

2 Related work
Cloud generation methods in computer graphics can be divided into procedural methods and simulation methods. Procedural methods seek
to generate a cloud-like shape, where this shape is controlled by the user. When possible, these methods try to generate the clouds in real-time. These methods include works based on noise functions [1], fractals [8], interactive design [2, 9, 10], and creation from single images [11, 12].

Simulation methods, on the other hand, seek to generate physically accurate clouds. Miyazaki et al. [3] used a grid-based simulation [13] to simulate the underlying fluid, and used differential equations to describe the cloud generation process. Harris et al. [14] proposed a similar method, but used slightly different definitions for the same process. While not a new simulation method, Dobashi et al. [4] proposed a control method based on [3], for the generation of clouds that have a particular shape.

Particles methods for fluid simulations are usually based on Smoothed Particle Hydrodynamics (SPH) [15]. In this, the Navier-Stokes equation is discretized and solved using the particles exclusively. While in grid-based methods such as [13], a linear system of equations is solved to keep the fluid incompressible, an equation of state is used to calculate the fluid pressure in [15]. To improve on this, a number of methods have been proposed to simulate incompressible fluids using SPH [16, 17].

Macklin et al. [5] proposed Position Based Fluids based on Position Based Dynamics [6] that doesn’t require to solve the Navier-Stokes equation, and as a result, larger time steps can be used and less computational time is required to simulate incompressible fluids. We’ve used this method as the basis for our simulation, but it is not dependent on it, i.e, we can use any particle method for the simulation. In the next section, we describe some more details of Position Based Fluids.

3 Position Based Fluids

Position Based Fluids (PBF) [5] is a particle-based method that is capable of simulating incompressible fluids, such as water and smoke [18]. Instead of solving the Navier-Stokes equation such as in [15] or solving linear system of equations such as in [17], PBF uses position constraints to guarantee the fluid’s density doesn’t change. The constraints are then solved similar to Position Based Dynamics (PBD) [6].

Similarly to SPH [15], the density of each particle is calculated as a weighted sum of the neighboring particles:

$$\rho_i = \sum_j m_j W_{i,j},$$

(1)

where \( \rho_i \) is the density of particle \( i \), \( j \) are the neighboring particles, \( m \) is the mass of each particle and \( W_{i,j} \) is a normalized weight function, such as the one from [15]. A position constraint is defined for each particle so as the density doesn’t change:

$$C_i(x) = \frac{\rho_i}{\rho_0} - 1,$$

(2)

where \( C \) is the position constraint, \( x \) is position vector for all particles and \( \rho_0 \) is the rest density of the fluid. When this constraint is zero for each particle, we’re able to guarantee the fluid’s density doesn’t change. However, because this is a constraint based on each particle’s density and position, this is a non-linear constraint. To solve such a constraint, PBD linearizes it by taking the Taylor’s expansion and using only the linear component [6]. The expanded constraint is:

$$C_i(x + \Delta x) = C_i(x) + \Delta x \cdot \nabla C_i(x),$$

(3)

where \( \Delta x \) is the change vector for all particles, i.e, how they need to move after the constraint is solved. By supposing the change vector is in the same direction as the constraint’s gradient, we can finally solve the constraints:

$$C_i(x) + \lambda_i \nabla C_i(x) = 0,$$

(4)

where we are interested in solving \( \lambda \) for each particle \( i \). The particles can finally be moved as described in [5].

4 Cloud dynamics

Our simulation method is based on the one proposed in [3, 4]. In their method, a grid based simulation is used for the simulation of clouds. We propose to apply their method to particles, and show what needs to be done to achieve good results.

Each particle tracks its temperature, vapor density and cloud density. At first, the particles are moved as described in section 3. Next,
the temperature field is smoothed as described in 4.1. Next, the particles near the ground are heated up:

$$\frac{dT_i}{dt} = S_e,$$  \hspace{1cm} (5)

where $T_i$ is the temperature of particle $i$, and $S_e$ is the external heat source. Next, buoyancy and gravity forces are applied to each particle:

$$F_i = k_b \frac{T_i - T_0}{T_0} j - k_g w_i j,$$  \hspace{1cm} (6)

where $F_i$ is the result force of particle $i$, $k_b$ and $k_g$ are user-defined buoyancy and gravity constants, respectively, $T_0$ is the environment temperature at the particle position, $w_i$ is the cloud’s density of particle $i$, and $j$ is the upward direction vector. In our system, the environment temperature is defined as a linear transition from the bottom to the top of the domain, where the highest temperature is in the bottom of the domain.

When the particle rises, it cools down due to adiabatic cooling. This process is described by:

$$\frac{dT_i}{dt} = -\Gamma_d u_y,$$  \hspace{1cm} (7)

where $\Gamma_d$ is the dry adiabatic lapse rate and $u_y$ is the particle’s vertical velocity. Next, the vapor and cloud densities of each particle are updated according to the temperature. This process, called phase transition, is described by:

$$\frac{dv_i}{dt} = -\alpha (v_i - \gamma_i),$$  \hspace{1cm} (9a)

$$\frac{dw_i}{dt} = \alpha (v_i - \gamma_i),$$  \hspace{1cm} (9b)

where $\alpha$ is the phase transition rate and $\gamma_i$ is the vapor’s density upper limit for particle $i$. This upper limit is calculated as:

$$\gamma_i = \min(A \exp\left(\frac{B}{T_i + C}\right), v_i + w_i),$$  \hspace{1cm} (10)

where $A$, $B$ and $C$ are user-defined phase transition parameters. When the vapor turns into cloud, it releases latent heat, and the particle’s temperature increases:

$$\frac{dT_i}{dt} = Q \alpha (v_i - \gamma_i),$$  \hspace{1cm} (11)

where $Q$ is the latent heat coefficient. While this should be sufficient to simulate clouds, this doesn’t generate good results. Figure 1a demonstrates one such example in two-dimensions.

### 4.1 Smoothing of scalar fields

The reason for the issue shown in Figure 1a is because the scalar fields (temperature, cloud density and vapor density) are not smooth in the whole domain, i.e, the difference between two nearby particles is too large. We propose a method to smooth the temperature field using constraints similar to PBF. Figure 1b shows a two-dimensional result when using our method.

First, we define a field constraint for each particle:

$$C_i(T) = \nabla^2 T_i,$$  \hspace{1cm} (12)

where $T$ is the vector of temperature values of all particles.

When the above constraint is equal to 0, it means the temperature near particle $i$ is smooth. By applying the constraint to all particles, we’re able to smooth the temperature in the whole domain. We’ve discretized the above laplacian us-
\[ \nabla^2 T_i = \sum_j \frac{T_i - T_j}{\rho_0 |x_{i,j}|^2 + \epsilon} \cdot \nabla W_{i,j}, \quad (13) \]

where \(x_{i,j} = x_i - x_j\), \(x_i\) is the position vector for particle \(i\), and \(\epsilon\) is a small constant used to avoid division by 0.

Similarly to PBF, we linearize the above constraint by taking the Taylor’s expansion:

\[ C_i(T + \Delta T) = C_i(T) + \Delta T \cdot \nabla_T C_i(T), \quad (14) \]

where \(\Delta T\) is the change in the temperature field. By supposing the change is proportional to the constraint gradient, we have:

\[ \Delta T = \lambda_i \nabla_T C_i(T) \quad (15a) \]
\[ C_i(T) + \lambda_i |\nabla_T C_i(T)|^2 = 0. \quad (15b) \]

The constraint gradient is a vector with \(N\) components (the number of particles) where for each index \(k\) we have:

\[ \nabla_T C_{i,k}(T) = \begin{cases} 
\sum_j \frac{x_{i,j}}{\rho_0 |x_{i,j}|^2 + \epsilon} \cdot \nabla W_{i,j} & \text{if } k = i \\
- \frac{x_{i,k}}{\rho_0 |x_{i,k}|^2 + \epsilon} \cdot \nabla W_{i,k} & \text{otherwise}
\end{cases} \quad (16) \]

which is simply the derivative on the temperature field for each index. We can finally solve for \(\lambda_i\) in equation (15b) and update the particle’s temperature:

\[ \lambda_i = -\frac{\nabla^2 T_i}{|\nabla_T C_i(T)|^2} \quad (17a) \]
\[ T_i^* = T_i + \kappa \lambda_i \nabla_T C_{i,i}(T), \quad (17b) \]

where \(T_i^*\) is the smoothed temperature value, \(\kappa\) is a small constant (taken to be equal to 0.1 in our experiments) and \(\nabla_T C_{i,i}(T)\) is calculated as in equation (16). While we want to smooth the temperature field, if we use \(\kappa\) equal to 1, the temperature field will be too smooth, and the result clouds will lose some detail, hence a smaller \(\kappa\) value is used.

5 Implementation

In this section, we describe some implementation details of our system, such as how we’ve implemented periodic boundary conditions and the adaptive algorithm for splitting and merging of particles. Our system was implemented in CUDA® and we also show some considerations for an implementation on the GPU.

We define a fixed domain and create fluid particles uniformly in this domain. Their velocity is initialized to a random direction and maximum speed to a user-defined constant. Their temperature is initialized to the environment temperature \(T_0\). Their cloud density is initialized to 0 and vapor density is initialized to \(k_v A \exp\left(\frac{B}{T_0 + \tau}\right)\), where \(k_v\) is a user-defined constant (taken to be 0.5 in our tests), and \(A, B\) and \(C\) are the phase transition parameters defined in equation (10).

5.1 Periodic boundary conditions

Clouds simulations commonly use periodic boundary conditions to achieve a constant flow [3, 4]. A property of periodic boundary conditions is that particles in one side of the domain are influenced by particles in the other side of the domain.

To achieve such an effect, we’ve used image particles in the periodic portions of the domain and boundary particles in the non-periodic portions. In our system, we’ve taken the bottom and top of the domain to be walls, and the \(x\) and \(z\) directions to be periodic.

In the beginning of the simulation, we create boundary particles which will be used throughout the simulation. These are created near the walls of the domain, with a constant spacing of \(d\), the particle spacing and \(h\) deep, the SPH kernel radius. This way, a fluid particle near the walls should have a full neighborhood. Figure 2 illustrates the domain and boundary particles.

Enough space for all image particles is allocated and reused throughout the simulation. For instance, a particle in the corner of the domain needs to be mirrored in the \(x\) direction, in the \(z\) direction and in both directions at once: we need at most three times the number of particles to store all image particles. A fluid particle is mirrored only if it is within a distance of \(h\) from the limits of the domain, i.e., if it would influence a particle in the other side. To save in memory usage, each image particle only stores its position and a pointer to the original fluid particle.

As usual in SPH and PBF implementations, we maintain three neighborhood lists for each
particle: fluid neighbors, image neighbors and boundary neighbors. Every neighbor is used in simulation calculations (both PBF and scalar field smoothing).

In the case of image neighbors, the values of the original particle (except for the position) are used in density and constraint calculations. In the case of boundary neighbors, it requires a mass and temperature.

The temperature of the boundary particles is initialized the same way a fluid particle in the bottom (or top) of the domain would. The mass is required only in the density of a fluid particle, which can be written in its final form as:

$$\rho_i = \sum_j m_j W_{i,j} + \sum_k m_i W_{i,k}, \quad (18)$$

where $\rho_i$ is the density of the fluid particle $i$, $j$ are the fluid and image neighbors, and $k$ are the boundary neighbors. We could have defined the boundary particles’ mass in a similar manner to [20], but we didn’t find it necessary, as the initial spacing is the same for both fluid and boundary particles.

### 5.2 Adaptive particles

One property of particle-based simulations is that adaptively increasing the number of particles in areas of interest can be achieved by simply splitting and merging nearby particles. We’ve based our adaptive algorithm on [7], which detects areas of interest, and splits particles into two smaller ones in areas of interest, or merge two particles into larger ones in areas of little interest.

Similarly to [7], each particle stores its adaptive level. The adaptive level is initialized to 0, increased when the particle is split and decreased when the particle is merged. To preserve the mass conservation property of the system, the radius of the particle is defined as $h_i = h_0 \cdot 2^{-\frac{l}{2}}$, and the mass of the particle is defined as $m_i = m_0 \cdot 2^{-l}$, where $l$ is the adaptive level, $h_0$ is the initial SPH kernel radius and $m_0$ is the initial mass.

When particles have different radius, the SPH kernels need to be changed as well to preserve the accuracy of the kernel. We found the following to give good results when using PBF:

$$\hat{W}_{i,j} = \frac{1}{2} \left( W_{i,j}(h_i) + W_{i,j}(h_j) \right) \quad (19a)$$

$$\nabla \hat{W}_{i,j} = \frac{1}{2} \left( \nabla W_{i,j}(h_i) + \nabla W_{i,j}(h_j) \right) \quad (19b)$$

where $W_{i,j}(h_i)$ is the original SPH kernel applied to the radius $h_i$, and $\hat{W}_{i,j}$ is the new SPH kernel that is used in all calculations such as PBF constraints and smoothing of scalar fields.

We define areas of interest based on the particle’s cloud density. For each particle, a shape energy $E$ is defined and initialized to 0. The shape energy is what defines if a particles needs to be split or merged. At the end of every step, the shape energy is updated using the following:

$$E = k_p(1 - \exp(-k_c w_i)), \quad (20)$$

where $k_c$ and $k_p$ are user-defined constants, and $w_i$ the particle’s cloud density. Clouds have multiple parts to them: dense and not so dense parts. Using the density directly makes it difficult to control splitting of particles on the surface of the cloud. However, using the above shape energy function, particles on the surface of the cloud have a higher energy due to the exponential, and this, in turn, becomes easier for the user to control if they are to be split or not.

Next, particles with a shape energy value greater than $\alpha$, are marked to be split, and particles with a shape energy value lower than $\beta$ are marked to be merged, where $\alpha$ and $\beta$ are user-defined constants. Then, the split and merge algorithms of the following sections are run.

We’ve run an experiment to verify if the above shape energy is good enough to identify areas of
interest. Figure 3 demonstrates this result. In this experiment, we’ve run a two-dimensional simulation and visualized the particle’s shape energy. Particles that have become clouds have a high energy. Particles that have ceased to be clouds, have a low energy and are candidates for merging.

As a comparison, we’ve visualized the cloud density similarly to the shape energy, i.e., what would happen if we used the cloud density directly as the shape energy. While it can detect the regions of interest, some detail is clearly being lost: some regions of the cloud are not dense, but are still good candidates for splitting.

5.2.1 Splitting

Particles marked to be split are checked if they can be split into two new particles. The properties of the new particles are the same as the original particle and they are spaced equally from the original one. To avoid excessive forces due to the new spacing, the particle is only split if the new particles are not too close to other existing ones. For more details on the splitting algorithm, see [7].

To properly parallelize the algorithm, we allocate enough memory in the beginning of the simulation to accommodate a number of split particles. The splitting algorithm is divided into two parts. First, the above constraints are verified and the number of split particles is calculated. Since the split particle can be removed, it is reused for one of the new split particles. To define the position in memory for the second particle, we use prefix sum [21]. The second part updates the particles in memory.

5.2.2 Merging

If two particles are neighbors, share the same level and are marked to be merged, they are tentatively merged into a new one. The properties of the new particle is the average of the original ones and it is placed in the middle between the two old particles. Also, it is only created if there are no other particles too close to the new one [7].

To properly implement this on the GPU, we need to guarantee that two particles to be merged are merged between themselves. However, in the naïve implementation, synchronization issues may happen. For instance, suppose that three distinct particles $i$, $j$ and $k$ are to be merged, and that they are neighbors. Without care, it is possible that particle $i$ merges itself

Figure 3: Result of the shape energy experiment. Approximately 40,000 particles were used.
with particle \(j\), but particle \(j\) merges itself with particle \(k\), resulting in wrong particle data. This obviously can be solved if the threads use global communication and mutual exclusion. But instead of using global communication, we’ve implemented this based on the underlying grid information.

To accelerate neighborhood search, we’ve used a uniform grid similar to the index sort grid shown in [22]. In this method, a linear index is attributed to each particle based on their position on this grid. For each grid cell, we verify the particles inside this grid cell and merge particles as necessary.

To guarantee that the above three-particle synchronization problem doesn’t occur, we need to check particles in such a way that two neighbor particles are not checked at the same time. To do that, instead of creating threads on the particles, we create threads on the underlying uniform grid.

For any two threads, the grid cells of each thread must not be neighbor of each other. Two grid cells are not neighbors if any particle in the first cell is not a neighbor of any particle in the second cell. In other words, the checked cells must be a minimum distance of \(d\) of each other (in number of cells):

\[
d = \left\lceil \frac{h}{L} \right\rceil, \tag{21}\]

where \(h\) is the maximum possible SPH kernel radius and \(L\) is the grid cell side length. As a result, multiple runs of the algorithm must be done to check the whole underlying grid. As figure 4, the thread allocation on the grid is illustrated.

6 Results

In the following, we will describe the examples we’ve run and compare the simulation times. Our simulation hardware was a machine with an Intel® Core™ i7-4770k CPU, 16GB of memory and a NVIDIA® GeForce® GTX 780 Ti GPU. The final renderings were done using mental ray [23].

In the first example, we did not apply gravity to the whole domain except for the one described in equation (6). The ground is heated in a random pattern using procedural noise [24] during the whole simulation. For this reason, the clouds grow without any limitation.

In the second example, not only the gravity’s force due to the cloud density is applied, but a constant gravity in the whole domain is also applied. As a result, the clouds constantly disappear and reappear. Figure 5 shows frame stills for both examples.

The simulation times for the adaptive and non-adaptive versions of the examples were compared. Table 1 shows the results. We’ve set the examples in such a way that a particle of a higher level in the adaptive version would have a similar size to the non-adaptive version, i.e., the clouds have particles of similar size but not in the rest of the domain.

The non-adaptive versions have more particles and, as a result, more time is necessary to simulate them. In the adaptive versions, even though we’re using less particles, the visual results are similar. We can also see from the results that the proposed splitting and merging algorithms are fast enough that they do not interfere too much in the simulation.

The visual results do differ though, and we believe this to be a limitation of PBF. As noted by Macklin et al. [5, 18], their method is sensible to changes in the simulation resolution and
we verify that here. When particles are split or merged, they introduce small forces in the neighboring particles, mostly due to their sudden movement. However, this doesn’t happen in the method of Adams et al. [7] when using SPH.

### 7 Conclusion

In this paper, we’ve proposed a particle based cloud simulation method based on Position Based Fluids [5]. To guarantee that the generated clouds make sense, we smooth the temperature field with a method similar to Position Based Dynamics [6].

To save on computational time, we’ve implemented the proposed method on the GPU using CUDA®. We’ve also implemented a adaptive method on the GPU based on [7]. The generated clouds are similar to previous grid based simulation methods, which is what we expected.

In future work, investigating how PBF can be applied to particles of varying sizes is very important for generating high quality images. Also, a control method similar to [4] is desirable.
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